Ocean Modelling 186 (2023) 102287

Contents lists available at ScienceDirect

OCEAN MODELLING
OB, o/ lcore/ocomod

Ocean Modelling

journal homepage: www.elsevier.com/locate/ocemod

t.)

Check for

An “objective” definition of potential vorticity. Generalized evolution o
equation and application to the study of coastal upwelling instability

Yves Morel #"*, Guillaume Morvan ?, Rachid Benshila ?, Lionel Renault?, Jonathan Gula ",
Francis Auclair ¢

a2 LEGOS, University of Toulouse, CNES, CNRS, IRD, UPS, Toulouse, France
b LOPS, University of Brest, CNRS, IRD, Ifremer, IUEM, France
¢ LAero, University of Toulouse, CNRS, UPS, Toulouse, France

ARTICLE INFO ABSTRACT

Keywords: In this paper, we propose a form for potential vorticity (PV), rescaled using the Lorenz’s rearranged density
Upwelling profile, the novelty being that we here take into account its time evolution. We argue this rescaled PV is more
Ins“{bility representative of the dynamics, in particular to evaluate the respective impact of mixing and friction on the
Vortices generation of geostrophic circulation. The impact of mixing at global scale, which only modifies the global
pMOi:ﬁtglal vorticity stratification at rest, is taken into account in the evolution equation of this “objective” definition of PV, in the

sense that it scales the PV changes with respect to its effect on the circulation. Numerically, we show that all
terms can be calculated coherently using a single computation cell.

We illustrate our purpose by studying the instability of coastal upwelling currents, using a numerical model
at high resolution. The configuration is a periodic flat channel on the f-plane with vertical walls at the southern
and northern boundaries. A constant wind is applied over a fluid at rest with an initial linear stratification. An
upwelling current forms at the northern coast. After a few days, instabilities develop and vortices eventually
emerge with surface intensified cyclones and subsurface anticyclones. We show that these instabilities and
eddies are associated with (rescaled) PV anomalies, triggered by mixing and friction.

We describe rescaled PV budgets in a layer bounded between the surface and an isopycnal level. Eulerian
and Lagrangian diagnostics allow to analyze irreversible PV production terms, distinguishing the influence
of advection, friction (associated with wind stress) and mixing. We find that friction plays the main role,
generating negative PV anomalies, while mixing acts to dampen this negative PV production. The association
of this negative PV anomaly with the outcropping front leads to the baroclinic destabilization of the upwelling
front, creating subsurface anticyclonic vortices and surface intensified cyclonic vortices. Varying the strength
of the wind forcing shows that mixing is the most sensitive process, with a net effect that is strongly reduced
or even reversed with moderate to weak winds.

When the dynamics is fully turbulent, with filaments and vortices of small sizes, the PV production by
mixing and friction is enhanced but the Lagrangian diagnostics are more difficult to analyze, since fluctuations
at grid scale become significant and numerical effects — associated with imperfections of the numerical schemes
- spoil the PV budget calculation.

Wind stress

1. Introduction PV field and boundary conditions). The QG model is based on a sim-
plification of Ertel’s general PV (Ertel, 1942). It has been successfully

The ocean geostrophic circulation is strongly linked to the Potential used in numerous studies and helped to interpret many aspects of ocean
Vorticity (PV) field. The most basic representation of the ocean dy- dynamics, from the ocean circulation at gyre scale (Rhines and Young,

namics is the quasigeostrophic (QG) model (Pedlosky, 1987; Cushman- 1982a,b; Luyten et al., 1983; Holland et al., 1984; Rhines, 1986; Talley,

Roisin and Beckers, 2011), based on the conservation of PV — in 1988; Marshall and Nurser, 1992), to current instabilities (Charney and

a.dlabanc evolu.tlon - apd the PV.1r}ver§10n pr1nc1p1e. (the streamfunc- Stern, 1962), geophysical turbulence (McWilliams, 1984), and isolated
tion, geostrophic velocity or vorticity fields can be inferred from the
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vortices (McWilliams and Flierl, 1979; Sutyrin and Flierl, 1994; Morel
and McWilliams, 1997).

More recently, a few studies have analyzed the influence of non-
conservative effects on the evolution of Ertel PV. Haynes and McIntyre
(1987) and Haynes and McIntyre (1990) have shown that there are spe-
cific constraints on the evolution of PV and that the net PV content in a
layer bounded by two isopycnic surfaces does not vary. The influence
of non-conservative momentum stress at boundaries on PV evolution
has also been analyzed theoretically (Thomas, 2005; Morel et al., 2006;
Taylor and Ferrari, 2010; Benthuysen and Thomas, 2012, 2013). Since
then, several studies have investigated the consequences of diabatic
effects on the ocean dynamics from the prism of PV modification, from
basin scales (see for instance Hallberg and Rhines, 1996, 2000; Czaja
and Hausmann, 2009) to meso and submesoscales' (see for instance
Morel and McWilliams, 2001; Morel et al., 2006; Morel and Thomas,
2009; Rossi et al., 2010; Meunier et al., 2010; Thomas et al., 2013;
Molemaker et al., 2015; Gula et al., 2015, 2016, 2019; Vic et al., 2015;
Giordani et al., 2017). However, the link between Ertel PV and the
dynamics (vorticity and velocity fields) is not straightforward, which
makes the physical analysis inconvenient.

Morel et al. (2019) (see also Assene et al., 2020; Delpech et al.,
2020; Aguedjou et al., 2021; Napolitano et al., 2022; Ernst et al., 2023)
proposed a rescaled PV, which is calculated taking into account a ref-
erence density profile “representative of the background stratification
at rest”. The interest of the rescaled PV is that it is a generalization
of the QG PV. It scales as a vorticity with a reference value at rest
equal to the Coriolis parameter (Morel et al., 2019; Assene et al., 2020;
Napolitano et al., 2022) and deviations of the rescaled PV from its
background value at each latitude (also called PV anomalies) are the
signature of the vortical geostrophic circulation and can be linked to the
dynamics following the QG framework (Morel and McWilliams, 2001;
Herbette et al., 2003, 2005; Morel and Thomas, 2009; Le Hénaff et al.,
2012). The rescaled PV is conserved for each fluid particle in adiabatic
dynamics, but its evolution under diabatic conditions follows similar
constraints as the classical Ertel PV (Morel et al., 2019). The generated
anomalies are therefore easier to link to the dynamics. Thanks to these
properties, the rescaled PV is very useful to analyze the importance
of adiabatic and diabatic processes on the generation and evolution
of vortices (Assene et al., 2020; Delpech et al., 2020; Aguedjou et al.,
2021; Napolitano et al., 2022; Ernst et al., 2023).

However, previous studies using rescaled PV have focused on the
subsurface layers and have assumed that the reference density profile
does not evolve. Surface layers are subject to strong diabatic processes,
so that the reference profile, which is associated with the background
stratification and used to define the rescaled PV, may change with time.
In addition, outcropping must be taken into account to evaluate the PV
budget of the surface layer (bounded by the ocean surface and a deeper
isopycnic level). Indeed, outcropping of isopycnic levels at the surface
is dynamically equivalent to a positive PV anomaly (Bretherton, 1966;
Held et al., 1995; Schneider et al., 2003; Lapeyre et al., 2006; Lapeyre,
2017; Morel et al., 2019). We here propose a new form for the rescaled
PV, based on Lorenz’s rearranged profile (Lorenz, 1955) and taking into
account its time evolution in case of diabatic mixing. We argue it is the
objective form to link PV to the dynamics and measure the respective
influence of friction and mixing on the circulation. The evolution
equation of this new PV formulation is derived as well as the layer
PV budget taking into account surface outcropping. We then illustrate
the use of this general rescaled PV by studying the development of
barotropic/baroclinic instabilities along coastal upwelling fronts in a
simplified configuration.

Coastal upwellings are of particular interest here, since it is known
that the developing coastal currents, starting from rest, are subject

1 Mesoscale refers to horizontal length scales close to the internal radius of
deformation (10 to 100 km) and submesoscale to scales below (1 to 10 km).
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to barotropic/baroclinic instabilities that generate vortices (Roed and
Shi, 1999; Marchesiello et al., 2003; Capet et al., 2004, 2008a,b).
Barotropic/baroclinic instabilities can only develop if the PV structure
has opposite sign gradients along isopycnic levels (Charney and Stern,
1962; Ripa, 1991). In addition, (cyclo)geostrophic vortices can only
exist if their core consists of a local PV anomaly. Thus, Morel et al.
(2006) argued that, since the initial PV structure is homogeneous (the
ocean is initially at rest), a non-conservative process must be invoked
to generate PV anomalies and explain the instability of upwelling
currents and the generation of vortices. They also showed that the
friction associated with the wind stress acts differentially along an
isopycnic level, leading to a stress curl even with constant wind, which
in this case produces systematic negative isopycnal PV anomalies (see
also Thomas, 2005; Morel and Thomas, 2009). The generated negative
PV anomaly then interacts with the surface outcropping, to produce
instabilities and vortices of both signs. However, Morel et al. (2006)
used a layered model and did not consider diapycnal mixing.

We here resume the study of Morel et al. (2006) in a configuration
with continuous stratification and taking into account mixing. The wind
causes mixing near the surface, so that a mixed layer develops. Since
the wind is constant, mixing occurs throughout the domain and modi-
fies the global stratification profile. Away from the coast, the evolution
is 1D with an Ekman spiral developing in a deepening mixed layer. The
density profile and PV structure evolve, but no isopycnal PV anomalies
are generated, so no instability vortices can be generated in this re-
gion. Near the coast, variations in stratification and current structures,
associated with the development of the upwelling, locally modify the
diapycnal mixing, so that isopycnal anomalies can be created by mixing
or friction. However, in order to assess the dynamical significance of
the generated anomalies, we need to calculate the rescaled PV with a
variable reference profile (representing the global stratification at rest
at any time).

The coastal upwelling configuration is thus a particularly interesting
test case for the rescaled PV evolution we propose here. It is also
an interesting test in terms of physics, and we will also compare
the influence of the wind stress intensity on the PV change and the
characteristics of the generated vortices. In Section 2, we present the
equations, the numerical model and the configuration used in the study.
The theoretical framework of the rescaled PV is presented in Section 3.
We then analyze numerical simulations of upwelling development and
instabilities with the rescaled PV in Section 4, discussing the effect of
friction and mixing with strong and moderate winds. Our results are
summarized and discussed in the final section.

2. Equations, numerical model and configuration
2.1. Equations

In this paper, we consider the Navier-Stokes equations with Boussi-
nesq approximation:

gy fxo=-YL 13?2 | F

dt Po Po

V.U =0

d

L= 1
i (€]

where U = (u,0,w) is the velocity field, %q’) = 0, + UVg, V.V =
9V, +9,V, + 9.V, is the divergence of vector field V=, Vi V2
f = (, fy» f) is the Coriolis vector (f, its vertical component, is the
Coriolis parameter), P is the pressure, p is the potential density and F=
(Fy, Fy, F,) and p are terms associated with non-conservative processes
for momentum (here the wind stress) and density fields (mixing). They
are generally prescribed as diffusive terms 9,(Ky 0, ¢), where ¢ is the
velocity or the density field, and the diffusion coefficient K, is given
by some parameterization.
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2.2. Numerical model

The oceanic simulations were performed with the Coastal and Re-
gional Ocean Community Model (CROCO, see Debreu et al., 2012),
developed around the kernel of the Regional Oceanic Modeling Sys-
tem (ROMS, see Shchepetkin and McWilliams, 2005). CROCO is a
free-surface, terrain-following coordinate model with split-explicit time
stepping, used here with the Boussinesq and hydrostatic approxima-
tions. There are several options for the numerical schemes and here
we have chosen a third-order, upstream-biased, dissipative advection
scheme, with free slip conditions at lateral boundaries, for horizontal
advection of momentum and tracers, (Shchepetkin and McWilliams,
1998). There is no explicit lateral viscosity in the model.

Vertical mixing of momentum and tracers is given by the K-profile
parameterization (Large et al., 1994) with a critical Richardson number
of 0.3. This closure scheme gives vertical diffusion coefficients for
momentum and tracers as a function of wind stress and interior shear
(other mixing processes, associated with internal waves or double
diffusion, can be taken into account but are not considered here).

2.3. Upwelling configuration

The configuration is a periodic East-West channel with a flat bottom
and vertical walls at the Northern and Southern boundaries (Fig. 1).
The channel depth is H = 1000 m and its width and length are similar
L, = L, = 250 km. The stratification is initially uniform with a
Brundt-Vaisala frequency N = 5.2 1073 s~!. The theory, presented in
Sections 3.1-3.3, is valid in general configurations taking into account
the full Navier-Stokes equations (1), with variable Coriolis parameter
and winds, but to simplify the analysis, in the numerical simulations
presented here, the Coriolis parameter f and the wind are chosen
constant. We fix f = 7 107 s~! which gives a first internal radius
of deformation Rd ~ 23 km. The grid step is Ax = 1 km. The
vertical sigma grid follows Song and Haidvogel (1994) with stretching
parameters §; = 5,0, = 0and hc = 30 m. We use 80 vertical sigma
levels and the vertical resolution ranges from Az ~ 1 m at the surface
to Az ~ 50 m at the bottom. There are 50 layers in the upper 150 m
where the dynamics is analyzed.

The ocean is initially at rest and we apply a constant West/East
wind W (see Fig. 1). The West/East surface stress associated with
the wind is calculated using the bulk formulae z, = p, C, |W|W
(and 7, = 0), where p, ~ 1.225 kg m~3 is the air density and C; =
0.0012 the turbulent momentum transfer parameter. Two different wind
velocities are considered, strong with W = 8 m/s, and moderate
with W = 2 m/s, corresponding respectively to = = 0.1 N/m?
and 7 = 0.006 N/m?. Buoyancy (heat and freshwater) fluxes are
not considered here. A quadratic bottom drag, with a drag coefficient
rdrg2 = 2.1073, is used, but it plays no role in the transformation of PV
in the upper layer. We focus on the Northern side where the upwelling
takes place. The downwelling occurring at the Southern boundary is
not studied (PV is also modified in the downwelling area, but does not
lead to instabilities. See Morel et al., 2006, for more details). For each
simulation, we record hourly outputs of all physical fields (velocity U =
(u, v, w) and density p) but also of the parameterized non-conservative
terms (17“ =(F, F,. F,) and p).

3. Potential vorticity

If the domain was infinite (without Southern and Northern bound-
aries), the evolution would be 1D. Indeed, in this case an Ekman spiral
develops and the upper part of the water column undergoes mixing
(see Fig. 2 a). The stratification and Ertel PV are modified, with a
homogenized upper layer overlying a pycnocline with stronger stratifi-
cation than the initial stratification. However, there are no horizontal
variations of this structure, and no geostrophic motion is associated
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with this homogeneous stratification change, so the Ertel PV change
is not significant in terms of geostrophic dynamics.

In the current configuration, far from the boundaries, the evolution
is close to 1D as depicted above. However, the stratification varies close
to the boundary, where the upwelling develops. Isopycnic levels bend
towards the surface and a vertically sheared geostrophic current de-
velops. Both processes locally modify the mixing characteristics (Fig. 2
c). As discussed in Morel et al. (2006), even though the wind stress is
constant, the momentum stress varies vertically, so that a stress curl is
created along isopycnic levels bending towards the surface® (see also
Section 4.1.2 and Fig. 10).

The stress curl and differential mixing create PV anomalies in the
upwelling region and an associated dynamical signal, in particular
leading to destabilization of the upwelling current (Morel et al., 2006).
It is therefore interesting to isolate the PV anomalies generated by
diabatic processes that are truly associated with geostrophic dynamics,
and to measure the respective influence of mixing and friction on the
observed dynamics. But such a measure depends on the definition of PV
and the latter has to be carefully defined to get objective diagnostics.
This is a delicate issue that we now discuss.

3.1. An objective definition of potential vorticity

As shown by Ertel (1942) (see also Muller, 2006), vorticity is not
conserved, but a quantity combining vorticity and stratification can be
defined that is conserved for each particle for adiabatic motions:

PVErtel = (ﬁ X ﬁ + f)%ﬂ 2

All dynamical fields (vorticity, velocity and stratification) can be calcu-
lated from PV under the simple assumption of (cyclo)geostrophic equi-
librium and given boundary conditions. Most studies, using Navier—
Stokes or Primitive Equations, invoking PV are based on Ertel PV,
including recent studies analyzing the influence of mixing and/or fric-
tion. In fact, as already noticed by Ertel, PV is not uniquely defined in
the sense that any form of the type

PVGene = (6 X (7 + ]7)60(/)) (3)

-where G can be an arbitrary function — is still a Lagrangian tracer
for adiabatic motions. So one may wonder which choice for G is the
most objective to define PV. This is particularly important since in case
mixing and friction are considered, the evolution equation for PVj,,,
is
d .
i PVoue = VLT X F) Gp)

+V XU+ 1) 9,G(p) p 1 @

This equation clearly shows that the strength of the PV fluxes associated
with friction (first term on the right hand side) or mixing (second term)
strongly depend on the choice of G. The form of Ertel PV (Eq. (2)) with
G(p) = p has no objective justification apart from its simplicity. In fact,
the interest of PV being its link with the circulation, the adequate form
has to be quantitatively representative of the dynamics, that is to say
directly invertible to estimate the vorticity field. This is not the case of
Ertel PV.

The proper choice for G can be defined considering a purely
barotropic circulation. Indeed, in this case the dynamics is independent
of the vertical position z (oriented upward), and the background strat-
ification is horizontally homogeneous: p(x, y, z) = p*(z) and is also the
stratification at rest. To be representative of the dynamics, PV should
correspond to the barotropic vorticity in this case and be independent
of z. The only choice is then that G(p) = Z(p) where Z is defined using

2 Note that the stress parameterization is generally sensitive to the vertical
structure of mixing and thus also varies horizontally in the present case, even
though the wind stress at the surface is constant.
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Fig. 1. Configuration characteristics, horizontal view (panel a) and vertical section (panel b).
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Fig. 2. Vertical section of the stratification evolution (panel b). In the open ocean the modifications are close to 1D (panel a), with an Ekman spiral developing in the mixed layer.
A pycnocline forms but the stratification below is unchanged. Close to the vertical boundary, where the upwelling develops (panel c), the stratification and current structures are

very different. Mixing is modified.

the profile p*(z) so that Z(p*(z)) = z (the function Z(p) corresponds
to the vertical position of density p along the reference profile p*).
In this case PV = 9, v—9, u + f is the expected absolute vertical
vorticity with a value at rest corresponding to the Coriolis parameter.
As argued in previous studies (Delpech et al., 2020; Assene et al., 2020;
Aguedjou et al., 2021; Napolitano et al., 2022; Ernst et al., 2023),
in the general case, p* should correspond to the stratification at rest,
obtained from the Lorenz’s (Lorenz, 1955) rearranged stratification (see
also Nakamura, 1995; Winters and D’Asaro, 1996). Indeed, in this case
only, the rescaled PV at rest is still given by the Coriolis parameter
PVrZSE’H,e . = and, at first order, the anomaly from this reference
corresponds to the quasigeostrophic PV, which is again directly linked
to the geostrophic circulation. The link between the geostrophic cir-
culation and rescaled PV is rigorous if the reference density profile
chosen for rescaling correspond to the stratification at rest at each
time, indicating the necessity to take into account time evolution of the
reference profile. Indeed, Lorenz’s rearranged profile can be modified
by large scale diabatic processes, so that p* = p*(z, ) also depends on
time. For instance, considering again a barotropic circulation for which
large scale ocean/atmosphere fluxes uniformly modify the stratification
but not the dynamics (vertical mixing of momentum does not modify
barotropic circulation), PV should remain equal to the absolute vortic-
ity whatever the evolution of the background stratification. In addition,
in general circumstances, mixing and ocean/atmosphere fluxes can
destroy or create density classes in a domain, which can cause problems
to evaluate rescaled PV if no time evolution is considered for the
reference profile.

To achieve these properties and be representative of the dynamics
at all times, the objective form for the definition of PV is

PV, escated = 6( (6 X ﬁ + f) Zp, 1)) (5)

where Z(p, 1) is a function of both potential density and time and is
defined using the time evolving rearranged Lorenz’s profile p*(z, 1): Z
is chosen so that at all times Z(p*(z, 1), t) = z. This is what is chosen
in the present study to compare effects of mixing and friction on the
dynamics, through their associated PV fluxes terms. In our numerical
simulations, the calculation of the reference profile is based on previous
work (Tseng and Ferziger, 2001) with an adaptation associated with the
present configuration (see Appendix A).

Interestingly, previous studies, to our knowledge only using non-
evolving Lorenz’s profiles, have identified other interesting properties
of the rescaled PV. The PV anomaly proposed by Morel and McWilliams
(2001) (see also Herbette et al., 2003, 2004, 2005; Morel et al., 2006;
Morel and Thomas, 2009) is similar to the rescaled PV for adia-
batic evolution, but written in isopycnic coordinate (or for multi-layer
shallow water models). This quantity was already shown to be a gen-
eralization of the QGPV for primitive equations (written in isopycnic
coordinates) and was used instead of the classical form because it
allows a direct inversion of PV to calculate the (cyclo)geostrophic
circulation. The available potential vorticity, proposed by Wagner and
Young (2015) (see also Early et al., 2021) for the filtering of internal
gravity waves, is similar to the rescaled PV. Gravity waves have no PV
signature along isopycnic surfaces, but in a Eulerian framework when
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using the classical form of Ertel PV, the signature of the pycnocline
induces PV variations that are difficult to attribute to geostrophic
dynamics or the displacement of the pycnocline by gravity waves. The
use of a rescaled PV for which the PV at rest is uniform (on the f-
plane) allows to filter out the dynamical signature of gravity waves in a
Eulerian framework. Finally Morel and McWilliams (1997) showed that
isolated vortices can only have finite kinetic energy provided the net
PV budget is zero in a QG framework. This theory can be generalized to
the Navier-Stokes equations and to frontal currents (Morel et al., 2019)
again provided the rescaled PV is used.

3.2. Generalized evolution equation for the rescaled potential vorticity

The evolution equation of the rescaled PV defined by Eq. (5) is
obtained from Eq. (1) following Muller (2006), and we show in Ap-
pendix B that it is given by

d o .o
EPVrescaled =V.((VXF) Z(p, 1)

+V XU +1)0,Z(p. ) (=05 |,1)) ©)
or in Eulerian form

0,PV, =V.(U Py,

rescaled — rescaled

+(Vx F) Z(p, 1)
+(VxT+1)0,Z(p. ) (p—0,p" 1,1)) @)

where the first term of the right hand side divergence is associated with
adiabatic advection, the second term with friction and the third one
with diapycnal mixing. For the last term, a correction is made to ac-
count for the evolution of the reference profile 0,p* |,,= 9,p"(Z(p, 1), 1).
This evolution is associated with restratification at global scale and
has to be withdrawn as it has no consequence on the generation of
”dynamical” PV anomalies (see Appendix B). Note that it has to be
evaluated along the reference profile following the density value of
the physical domain (not the elevation). Hereafter, PV will refer to the
rescaled PV defined by Eq. (5) and whose evolution equation is Eq. (6)
or (7).

For the upwelling simulation presented above, using the rescaled PV
given by Eq. (5) ensures that the PV at rest is unchanged (PV¢ =
f) and that the isopycnic PV anomalies are representative of the
geostrophic dynamics and in particular instabilities.

Finally, other forms are sometimes used for the right hand side
of Eq. (6), but the present expression has strong similarities with the
PV expression in Eq. (5), and is the preferred form for numerical
calculations because all terms can be calculated using a single PV grid
cell, which also simplifies coherency of PV budgets (see Morel et al.,
2019, and Appendix C).

3.3. Average PV field in a layer

Since (rescaled) PV represents quasigeostrophic PV at first order,
a vertical average of PV in a layer bounded by two isopycnals is
informative about dynamical fields. For example, an anticyclonic vortex
is associated with a negative PV anomaly, localized in a core within
some layer, and the PV budget within the layer is related to the vorticity
and stretching fields (see for instance McWilliams and Flierl, 1979;
Hoskins et al., 1985; Morel and McWilliams, 1997; Le Hénaff et al.,
2012). When the upper bound of the layer is the sea surface, which is
generally not an isopycnic surface, an additional term associated with
density variations at the surface -outcropping- has to be taken into
account when evaluating the PV budget in relation with the dynamics.
Indeed, density variation along the surface is equivalent to a Dirac
delta sheet of PV that has to be taken into account (Bretherton, 1966;
Schneider et al., 2003; Isern-Fontanet et al., 2006; Lapeyre et al., 2006).
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In this case, the correct calculation for the integrated PV is (Schneider
et al., 2003; Morel et al., 2019; Ernst et al., 2023)

z=0
V=1 </ PV dz — [(VxU+f) Z. r)]z=o) ()
h 2= (Pl

where h = h(p,,,,) is the depth of the isopycnic level that defines the
lower boundary of the layer and Z(p, 1) is the vertical level at density
p of the reference profile p*(z, ). The additional term is calculated
from velocity and density fields at the surface (z = 0). Note that
for an upwelling, the region where deep isopycnic levels outcrop is
equivalent to a positive PV anomaly (Z(p, t) corresponds to the depth
of density p along the reference profile and is always negative), which
can potentially generate cyclonic eddies (Bretherton, 1966; Legg and
Marshall, 1993; Legg et al., 1996).3

4. Numerical results
4.1. Reference experiment

For the reference experiment, the wind stress is r = 0.1 N/m? and
the model is run for 25 days with hourly outputs, starting from rest.
Fig. 3 and Fig. 4 show the evolution of the integrated PV anomaly (us-
ing Eq. (8) and a layer bounded by the isopycnic level p = 1025 kg/m?
and the surface), surface vorticity, a vertical section of PV anomaly and
vorticity along a South-North transect. The PV anomaly is obtained
from Eq. (5) and withdrawing the reference PV (f). The vertical
sections are taken along the dashed line shown in the horizontal maps.
It is a South-North section located at x = 205 km. Note that it crosses
the core of a subsurface anticyclonic vortex at time ¢ = 21 days (Fig. 4),
whose generation will be studied below.

During the early stage, up to day 15, the evolution remains zonal,
no instability is visible. From day 15 to 17, short scale instabilities with
a maximum length scale of 10 km develop, but remain trapped near
the coast. Then, from day 18 to 25, new instabilities develop with a
dominant length scale starting at 20 km but evolving to about 40 km at
day 25.* The evolution is similar to that found in Morel et al. (2006),
with initial, short scale instabilities developing when the Richardson
number becomes smaller than 0.25, corresponding to Kelvin-Helmholtz
like instabilities® and larger scale eddies developing from day 18 cor-
responding to geostrophic barotropic/baroclinic instabilities. At later
stages, the merging of eddies also favors the formation of larger scale
vortices.

Initially, at days 1 and 4, the evolution of the vertical section of
PV anomaly and vorticity (columns 3 and 4) is limited to a region
close to the northern wall: although mixing modifies the stratification
and Ertel PV everywhere in the fluid, the rescaled PV mostly exhibits
anomalies where it is dynamically significant, i.e. the generated PV
can generate eddies. Indeed, at a later stage, when eddies develop
(days 19, 21 and 25) there is a striking correspondence between the
surface vorticity and the layer averaged PV. In particular, anticyclonic
eddies are associated with negative PV anomalies and cyclonic eddies
with positive ones. Note that the positive layer PV anomalies are
associated with outcropping of isopycnic levels (red areas associated
with positive PV anomalies and black contours, associated with surface
density variations, in the first column) and that the order of magnitude
of vorticity and PV are similar. Thus, as expected, the (rescaled) PV
anomaly can be integrated to evaluate the geostrophic dynamics.

3 Physically, if there is no PV anomaly inside the water column but isopy-
cnals outcrop at the surface, internal layers must be stretched and cyclonic
vorticity is then created.

4 All length scales have been evaluated as the dominant wavelength of the
x-axis Fourier transform of the surface PV in the upwelling area.

5 The initial growth of perturbations in KH instabilities is correctly re-
produced in primitive equations, but their subsequent evolutions require
non-hydrostatic dynamics.
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Fig. 4. Continued (days 19, 21 and 25).

As discussed above, outcropping is always associated with equiva-
lent positive PV anomaly (Bretherton, 1966; Schneider et al., 2003). If
cyclonic vorticity seems to be mostly associated with the outcropping
of isopycnic surfaces, both positive and negative interior PV anomalies
are generated, as shown in the vertical section of PV anomaly (third col-
umn). They are necessarily associated with non-conservative processes.
Thus, we now analyze the importance of diabatic mixing and friction
in modifying the interior PV.

4.1.1. Eulerian analysis

The simplest diagnostics of PV production by mixing and friction are
Eulerian maps of the terms in Eq. (7). As mentioned above, PV, friction
and mixing tendency terms can be calculated coherently over a single
numerical cell following Appendix C, but adiabatic Eulerian advection
must be considered too.

Fig. 5 shows snapshots of all terms appearing in the PV evolution
equation (Eq. (7)). We focus on the initial stages of the PV evolution
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Fig. 5. Evolution (days 1, 4, 16. Each day corresponds to a row) of vertical sections, taken along a South-North section located at x = 205 km, of d,PV (first column), the sum
of all right hand side flux terms appearing in the Eulerian PV evolution Eq. (7) (second column), the advective PV flux (third column), the frictional term (fourth column) and

the diapycnal mixing term (fifth column).

when the dynamics remains 2D. The Eulerian PV time derivative at a
given time ¢ is obtained from the difference between the PV fields at
time t+1h and - 1A (using our hourly outputs). Other terms correspond
to the tendency terms on the right hand side of Eq. (7): Advection,
Effect of friction and diapycnal mixing. The good coherence between
the sum of all terms (second column) and the Eulerian time derivative
of PV (first column) confirms the accuracy of our computation. Note
that for the present configuration high frequency outputs are necessary
to obtain this accuracy. Indeed, using lower frequency outputs (daily
or even 12-hourly) can lead to significant discrepancies, especially
when the geostrophic instability develops, since smaller scale structures
appear and are rapidly advected, leading to rapid changes in dynamical
fields. Morel et al. (2006) have argued that the effect of the wind stress
associated with the friction tendency term (fourth row of Fig. 5) should
produce negative PV anomalies (see also Thomas, 2005), as long as
the stratification remains 2D and with constant wind. From day 15 on,
the stratification becomes 3D, positive anomalies appear in the friction
tendency term (see day 16, fourth row in Fig. 5), possibly generated
by the wind stress acting on 3D structures (see for instance Morel and
Thomas, 2009, for the influence of the wind stress on vortices). Note
that the lateral friction could also play a role (even free slip boundary
conditions can lead to the generation of PV anomalies, see Morel and
McWilliams, 2001) but since horizontal viscosity is implicit, it is not
calculated in the friction tendency term and cannot be linked to the
positive anomalies seen in Fig. 5.

From the impermeability theorem (Haynes and McIntyre, 1987,
1990), one would expect mixing to produce negative PV anomalies in
the upper part of the mixed layer — where the fluid is homogenized
- and positive ones just below — where a pycnocline appears — (see
also Morel and McWilliams, 2001). However, with the rescaled PV
definition depending on time, this principle is modified. Indeed, in
Eq. (7) the time evolution of the reference density (which represents the
effect of mixing on a global scale) is discarded from the local diabatic
density change, since it does not affect the geostrophic dynamics.
Only the diapycnal flux anomaly with respect to the reference density
evolution has a dynamical effect and is considered here.

This explains the particularly striking fact that over most of the
mixed layer, the mixing tendency term remains zero away from the
boundary (see Fig. 5 fifth column), even though mixing continuously
modifies the density profile throughout the basin, with a pycnocline
that penetrates deeper and deeper throughout the simulation. As dis-
cussed above, it is in fact the modification of stratification and velocity
in the upwelling area near the coast that generates differential mixing
and dynamically significant mixing tendency terms. Since isopycnic lev-
els bend upward, as long as the mixing homogenizes a roughly similar
depth portion of the water column, we can expect a similar behavior as
described above for the impermeability theorem (the isopycnic levels
being mixed in the upwelling region are initially too deep to be affected
by the mixing offshore, so the correction term for these isopycnic levels
is zero). This is indeed what is seen close to the boundary in the
upwelling area (fifth column in Fig. 5). However, the mixing associated
with rapid offshore advection of denser water at the surface (generating
convective mixing) leads to a strong deepening of the mixed layer in the
upwelling area and the development of patterns that alter this simple
rule, with a complex structure of the mixing tendency term.

In fact, it is difficult to evaluate the importance of each process
and tendency term on the global evolution of PV and the generation
of eddies from the Eulerian perspective. In particular, the advective
term — which is not associated with PV generation — is of paramount
importance. In addition, the tendency terms for mixing and friction
often have similar magnitude and extension but with opposite signs, so
that the net effect is difficult to evaluate. Note in particular the partial
compensation between friction and mixing terms at days 16, when
submesoscale structures appear, a process that has been observed and
explained in Wenegrat et al. (2018). A better approach is to consider
Lagrangian diagnostics, and this is what is presented in the next section.

Finally, Fig. 6 compares the previous results (upper panels) to Ertel
PV and the associated traditional frictional and mixing productions
terms at t = 1 day (lower panels). To obtain a scaling for Ertel PV that
can be compared to the rescaled PV, we have here used the rescaled
form but with the fixed reference profile given by the initial density
profile. Indeed, since the initial state has a linear stratification, the
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Fig. 6. Upper panels: rescaled PV (left panel), frictional term (middle panel) and diapycnal mixing term (right panel) at 1 = 1 day (similar as in Figs. 3 and 5). Lower panels:
Ertel PV (left panel), frictional term (middle panel) and diapycnal mixing term (right panel) at r = 1 day. Colorscales are given for PV and tendecy terms.

non-evolving rescaled PV and tendency terms are proportional to Ertel
PV calculations, and quantitatively comparable to the (time evolving)
rescaled one. This also allows to illustrate the necessity to use a time
evolving reference density profile.

As expected, the Ertel PV structure mostly represents the strati-
fication. In comparison with the rescaled PV, the mixing production
term is primarily marked by the homogenization in the mixed layer
and the deepening of the pycnocline over the whole basin, which
is not representative of the geostrophic circulation developing in the
upwelling area. On the other hand, at this stage, the frictional term
for both formulations are pretty close (see Fig. 5). Thus, measuring the
respective influence of mixing and friction on the development of the
geostrophic circulation using this traditional form of PV can be biased.
In the present case negative PV production by mixing production would
be over evaluated.

4.1.2. Lagrangian analysis

A Lagrangian approach is easier to interpret, since we can integrate
the global effect for particles forming the core of eddies emerging from
the instability of the upwelling current. However, it is numerically
more demanding since it is combined with a tracking algorithm that
has some positioning uncertainties associated with spatial and temporal
resolution (again, the hourly output is a minimum to achieve good po-
sitioning in the rapidly evolving dynamical structure of the upwelling).
The coherence between the PV evolution of a particle and its evaluation
from the tendency terms (here only friction and mixing) following the
particle in Eq. (6) is thus even more difficult to achieve.

We first identify particles with negative PV anomalies in an anticy-
clonic vortex whose center is located near x = 205 km, y = 235 km at
day 21 (Fig. 4). 2000 particles were randomly seeded near this position,
within a radius of 10 km and with PV anomalies 6PV < — 107 s\
We backtracked them, using time interpolated hourly velocity fields,
to obtain their trajectories. The tracking algorithm is the same as that
used in Assene et al. (2020). The position of the particles as well as the
values of PV and the friction and mixing tendency terms are calculated
every 600 s, interpolating the hourly outputs. For each particle, we then
integrate temporally the mixing and friction tendency terms obtained
from the record of the non-conservative terms (right hand side of
Eq. (6)) to reconstruct a PV evolution from these diagnostics and we
compare it to the PV variations of the particle directly diagnosed from
the physical fields. The correspondence is generally good, but given the
complexity of the tendecy terms, the uncertainties associated with the
calculation of trajectories and the hourly sampling, there exist some
discrepancies. We then only keep the 1252 particles (representing 63%

of the initial 2000 particles) for which the correlation between both PV
evolution estimates is greater than 0.9. Fig. 7 shows their initial (day
1, in red) and final (day 21, in blue) positions. All particles forming
the core of the anticyclonic eddy were initially deeper than their final
depth. They also originate from a coastal band that extends about
350 km alongshore (considering the periodicity of the domain) but only
25 km cross-shore, close to the internal deformation radius. Fig. 8 shows
the PV evolution rate, every 600 s, calculated directly from physical
fields and diagnosed from the sum of the friction and tendency terms
for a particle with a typical evolution: the dashed blue curve is obtained
from the PV record (calculating %PV) and the plain black curve is the
right hand side of Eq. (6), calculated from the non-conservative terms,
along the particle’s trajectories . Note the good agreement between the
two estimates before the circulation becomes 3D and exhibits small
scale variability. This is generally the case for the retained particles,
however, some discrepancies can be seen on the evolution rates, in
particular, the model PV evolution rate exhibits abrupt changes that
we do not see in the diagnosed PV (using tendency terms). But the
variations are close enough to be exploited.

In Fig. 9 represents the latitudinal (upper panel) and vertical (mid-
dle panel) position of the particle and the lower panel shows the
respective contributions from friction (green) and mixing (red) to the
global tendency term (black plain line, already plotted in Fig. 8). The
behavior observed here is the same for most particles: the particle first
moves upward and Northward - following an isopycnic surface — but is
initially not subject to diabatic forcings and the PV remains unchanged.
PV is modified when the particle enters the base of the mixed layer. As
explained in Fig. 10, it is first affected by mixing, producing positive
anomalies (Fig. 10a and c). Soon after, friction acts too with a negative
production rate (Fig. 10b and c). As the particle moves further upward
into the mixed layer, it is entrained by the surface Southward currents
and the mixing PV production strongly decreases (it can even become
negative for some particle) but the negative production by friction is
maintained. The global (friction+mixing) PV evolution thus evolves
from positive to negative with longer and stronger negative production,
so that the final PV anomaly of the particle is generally negative. After
this strong modification episode when entering the mixed layer, the
particle is subject to a phase where mixing and friction production
equilibrate so that its PV value is maintained. After day 18, when
the instability develops and produces small scale variability, marked
by higher frequency changes in horizontal and vertical positions, PV
evolves again but the physics of this phase is more difficult to explain
since there are strong numerical uncertainties.
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Fig. 11 shows the mean evolution calculated from the 1252 selected
particles with high correlation. The mean PV anomaly gradually de-
creases (plain black and dashed blue curves) and the final value is
strongly negative (the PV anomaly is 6PV ~ —6.10~5 s~!). Note that
after day 18, discrepancies appear between the model PV (blue dashed
curve) and the PV diagnosed from the tendency terms (black plain
curve). As explained above, the development of the instability gener-
ates small, rapidly evolving eddies. Implicit diabatic terms, associated
with imperfections of the numerical schemes at the grid scale and the
limited (hourly) output frequency used for our diagnostics, corrupt the
PV budget. However, the development of the PV structure responsible
for the initial instability is correctly represented before the emergence
of small scale 3D structures, During this period, friction produces
negative PV anomalies (green curves in Fig. 11). Although it produces
both positive and negative anomalies, the effect of mixing is to dampen
the effect of friction by producing a net positive anomaly (red curves)
at a rate that is — on average — similar in amplitude in this reference
experiment. For particles entering the lateral boundary layer, lateral
friction can also affect the friction tendency term with an effect that
can be more difficult to predict as it depends on details of the velocity
variations near the wall and the horizontal viscosity scheme used in
the model (D’Asaro, 1988; Morel and McWilliams, 2001; Akuetevi and
Wirth, 2015; Morel et al.,, 2019), but the general negative friction
tendency term observed here is mostly associated with the effect of the
wind stress and its redistribution in the surface mixed layer. Testing
with different anticyclonic vortices or changing the selection criterion
for retained particles does not change our findings.

As can be seen from Fig. 4, cyclonic structures are constituted of
smaller vortices and filaments and are not as well defined as anticy-
clonic vortices. It is also clear that the interior PV anomaly is mostly

negative, although there are traces of positive PV anomalies on vertical
sections (third column in Fig. 3). We selected areas with positive
interior PV anomalies and performed a similar Lagrangian analysis
(again backtracking 2000 particles from day 21). We found that the
positive interior PV anomaly of particles constituting cyclonic eddies is
determined during the last days of the evolution, i.e. after day 18, when
the instability starts to develop. The criterion for particle selection had
to be modified and the minimum correlation coefficient between model
and diagnosed PV evolution was lowered to 0.7 to keep a few hundred
particles. The mean PV anomaly of the particles constituting cyclonic
eddies at day 21 was 6PV ~ +1.5.1075 s~!, much lower than for anticy-
clonic structures (in absolute value). As mentioned above, the extension
of the eddies is also much smaller, but it is also constituted of different
subcores, i.e. disconnected parts associated with local maximum. In
fact, eddies associated with positive vorticity or average PV anomalies
are dominated by the surface outcropping signature, under which the
positive interior PV anomaly eddies, generated during the development
of the geostrophic instability, align. As seen before, mixing creates the
positive PV anomalies at the base of the mixed layer, but during the late
stage of the evolution, friction can also produce positive PV. Indeed,
we have seen (see Fig. 10) that, during the upwelling development
phase, the decrease of the stress from the surface and the upward
bending of isopycnals is associated with a negative curl of stress along
isopycnic levels, which explains the formation of negative PV anomalies
by friction. If the isopycnal bends downward, which is the case when
the instability develops and vortices emerge, the curl becomes positive
and positive PV anomalies is then produced by friction (Morel et al.,
2006).
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of friction on PV is associated with the curl of the stress, but calculated along an isopycnic surface. The wind stress generally diminishes in amplitude from the surface to the base
of the mixed layer. Thus even an homogeneous wind can be associates with a curl, and PV production, along an isopycnal whose vertical position varies. (¢) In the upwelling
case, mixing deepens the mixed layer and thus increases PV at its base and decreases it in the homogenized region. Isopycnic surfaces bend upward and are thus subject to an
increasing along-wind stress generating negative curl and negative PV anomalies. In this case, a Lagrangian particle first moves along an isopycnic surface when it is below the
mixed layer, and its properties are unchanged. Eventually, it enters the mixed layer where it is subject to friction, which modifies its PV and produces negative anomalies, and
mixing, which changes both its density and PV. Mixing generates first positive and then negative anomalies as the particle moves upward.
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tendency terms and is to be compared to the blue dashed curve. The lower panel is similar but for the tendency terms (evolution rate).

4.2. Sensitivity to wind stress

We now evaluate the sensitivity of the PV change to the wind stress.
As noted above, although we have considered a constant wind, the
stress along isopycnic levels is locally modified in the upwelling region,
since it depends on the isopycnal position, velocity shear and local
vertical viscosity coefficient (Morel et al., 2006, 2019).

We lowered the wind intensity with W = 2 m/s corresponding to a
stress of 7 ~ 0.006 N/m?, 16 times smaller than before, and performed
the same analysis on PV evolution. Fig. 12 and Fig. 13 are similar to
Fig. 3 and Fig. 4 and shows the evolution of vertically averaged upper-
layer PV anomaly, surface vorticity, vertical section of PV anomaly, and
vorticity along a South-North transect at x = 205 km. Due to the lower
forcing wind stress, mixing is less intense and the layer affected by
mixing and wind stress is shallower. The upper layer over which PV
is averaged is now bounded by the isopycnic level p = 1024.6 kg/m’
and the surface. The evolution is also slower than before with some
peculiarities. First, Kelvin-Helmholtz like instabilities start at day 22
with several sequences until about day 37 when longer wavelength
geostrophic instabilities develop, evolving into mesoscale structures af-
ter about 70 days. The layer PV and the surface vorticity structures are
still strongly connected, but the patterns are different compared to the
reference experiment with smaller and weaker anticyclonic vortices.
The vertical sections of PV anomaly show little trace of positive PV
anomalies in the interior during most of the evolution, and it appears
only at the stage of fully developed turbulence (see the vertical section
of PV at day 90, Fig. 13 last line, third row). Finally the isopycnic levels
(black contours on the vertical sections) are less steep in the upwelling
region, indicating that the fluid remains more stratified (see Fig. 13).

In Fig. 14 we plot the PV tendency terms associated with friction
and mixing and their sum. Before the development of the geostrophic

11

instability, PV anomalies generated by mixing show a different pattern
for this lower stress simulation, with sometimes a layer of negative
PV production below the positive one (row 1 and 2 of MixFlux, third
column), which is inverted compared to Fig. 5. The influence of the
correction term, associated with the evolution of the reference profile,
is more important here: the presence of the upwelling close to the
coast generates a stronger stratification that is not compensated by the
shear, and mixing diminishes in the upwelling region in comparison
to the rearranged profile. This shows that nonlinearities and details
of the evolution, associated with the mixing closure scheme, can lead
to strong differences for the -rescaled- PV production and subsequent
dynamics.

As for the reference experiment, 2000 particles were seeded into
the anticyclonic structure observed in the vertical section at day 46,
whose center is located at x = 205 km and y = 242 km. These
particles were backtracked to their initial positions while computing
their PV and the PV tendency terms at their positions every 600 s. Using
a similar selection criterion as for the reference experiment (correlation
between the PV evolution and that reconstructed from the tendency
terms above 0.9) about 1100 particles were retained. Fig. 15 is similar
to Fig. 11 and shows the evolution of the mean PV anomaly from the
model (blue dashed line), the integration of the friction tendency term
(green line), the mixing tendency term (red line) and the sum of both
tendency terms (black line). There are striking differences with the
reference experiment. First, both friction and mixing lead to negative
PV production on average, but mixing has a modest effect; most of the
variability is associated with friction, before the development of the
geostrophic instability and vortex formation. The rate of PV production
is also about 10 times weaker for friction or mixing. Another interesting
aspect is that the analysis of individual particles (not shown) shows that
after day 40, small scale processes spoil the PV budget for individual
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Fig. 12. Evolution (days 10, 20, 35 for the experiment with a wind stress reduced to z = 0.006 N/m?. Each day corresponding to a row) of horizontal maps of surface layer
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by withdrawing the reference PV, that is f. The vertical South-North sections are taken along the dashed line represented in the horizontal maps (at x = 205 km). Note that it
crosses the core of an anticyclonic subsurface vortex at day 46. In rows 1, 3 and 4, the solid black contours are associated with isopycnic levels.

particles, but the mean evolution remains quite close to the estimated
PV evolution (black and blue dashed curves in the upper panel of
Fig. 15), whereas in the reference experiment, this leads to a bias.

5. Summary and discussion

In the present paper, we advocate the use of a form of PV, rescaled
by the time-evolving Lorenz’s rearranged density profile (Lorenz, 1955;
Nakamura, 1995; Winters and D’Asaro, 1996). The proposed PV is the
only form able to associate PV to the absolute vorticity for barotropic
circulation. In general circumstances, it is also a generalization of the
QG PV and is easily connected to the (cyclo)geostrophic circulation. We
thus argue that this form of PV provides an objective evaluation of the
effect of mixing and friction on the generation of PV. Its time evolution
equation is derived and it is shown that global changes in stratification
must be removed from the mixing production term, following isopycnal
levels. The proposed form of PV and its evolution equation are valid
in general (realistic) circumstances for the Navier-Stokes or Primitive
equations. We believe this form has to be chosen when interpreting
PV evolution in terms of dynamics (that is when using the inversion
principle, relating PV to the circulation), especially to evaluate the
respective influence of mixing and friction. Eq. (6) shows that the
objective rescaling of PV may lead to different interpretation depending
on the characteristics of the water mass that is subject to diabatic
changes: wind stress effect is rescaled by Z(p) and mixing by 9,Z(p).
This can lead to strong differences with respect to the traditional Ertel
PV form, for instance in region of ventilation, where a water mass is
subject to heat and momentum forcing at the surface before subducting
and filling a deep layer.
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Note that the evolution equation (6) is valid for other choices of
the reference density profile, for instance using a “local” — but time
evolving — reference density profile chosen at a fixed position. In this
case, the interpretation of the PV evolution is different, relative to
the PV and circulation fields at the chosen location. In the numerical
configuration tested here, a choice of a reference profile chosen in the
middle of the basin yielded similar results (not shown). In previous
studies (Delpech et al., 2020; Assene et al., 2020; Aguedjou et al., 2021;
Napolitano et al., 2022; Ernst et al., 2023) we chose a profile in the area
of interest and fixed in time, arguing that, since we concentrated on the
dynamics of deep layers, the reference stratification does not evolve
much. Thus simpler choices for the reference profile are possible, but
the ideal and rigorous choice remains Lorenz’s rearranged profile.

The calculation of Lorenz’s profile is generally straightforward and
different methodologies have been proposed (Winters and D’Asaro,
1996; Tseng and Ferziger, 2001; Tailleux, 2013b). However, specific
configurations may require adaptations, such as the periodic channel
one used here. Other possible difficulties may arise from realistic
configurations over a restricted region forced at its boundaries by fluxes
from a larger domain. If the water mass characteristics entering the
region varies, the interpretation of the PV evolution based on the
rearranged profile in the region can be more difficult. For instance, in
the present configuration, we mimicked open boundaries by restricting
the calculation of the rearranged profile to the Northern half of the
basin. We found this can lead to some biases in PV production by
mixing. Indeed, because de transverse circulation associated with the
upwelling development leads to light layers depletion and deep layers
inflation, the reference profile evolves even when there is no mixing.
Interpretation of the PV evolution must then be made with care.
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Fig. 13. Continued (days 46, 49 and 90).

We then numerically evaluate the use of this PV formulation using
a simplified configuration of an upwelling developing in a periodic
channel. In the reference upwelling simulation, with a strong mean
wind, both diapycnal mixing and friction influence the PV evolution of
particles. Outcropping of isopycnals at the surface provides the main
reservoir for cyclonic eddy generation (Bretherton, 1966; Morel et al.,
2006). Interior diabatic effects associated with friction or mixing also
create positive PV anomaly eddies, but the latter are generated after
the onset of the instability and remain weak. They play little role
in the early stages of the instability. On the contrary, anticyclonic
vortices are associated with the generation of interior negative PV
anomalies, which require non-conservative effects. Prior to the onset of
the geostrophic instability, the friction associated with the wind stress
generates negative PV anomalies and the interior PV is predominantly
negative. Mixing generates both positive and negative PV anomalies,
with a net effect towards positive, only partially compensating the
negative generation by friction. This explains the initial PV structure
of the upwelling and its destabilization at geostrophic scales.

As the instability develops, the stratification and velocity fields
become complex and modulate the effect of mixing and friction at
small scales, leading to strong changes in the PV structure. At this
stage, implicit dissipation associated with numerical schemes becomes
influential and spoils the PV budget when using the explicit friction and
mixing terms.

For a lower intensity of the wind stress, the effect of friction remains
similar with a negative production, but at a lower rate. On the other
hand, the effect of mixing is strongly modified: higher stratification
associated with the upwelling development under a weaker wind leads
to less intense mixing in the upwelling region than in the open ocean
and a net negative production rate for the rescaled PV. The global
PV production due to mixing is an order of magnitude smaller than
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that due to friction. This shows the sensitivity of PV modification by
non-conservative processes and their parameterizations.

A downwelling develops along the southern boundary and PV is also
modified in this area, but the current remains stable in our configura-
tion, so we did not focus on this area. In more realistic configurations,
capes or topographic variations along the coast may generate local-
ized eddies that are necessarily associated with the generation of PV
anomalies. It is interesting to evaluate the influence of non-conservative
processes in such a situation. Discrepancies between the characteristics
of such eddies in models and in nature could well be associated with
erroneous PV production associated with closure schemes.

More generally, the present study emphasizes that parameteriza-
tions play an important role in the determination of PV, the subsequent
characteristics of the eddies and the structuring of the large scale
circulation (which is partly determined by the redistribution of PV by
the eddies). Testing different closure schemes, or parameters within a
closure scheme, from the perspective of PV is therefore very informa-
tive. For example, recent studies have shown that accounting for the
modulation of the wind stress by the surface ocean current feedback to
the atmosphere drastically improves the surface eddy properties (Re-
nault et al.,, 2016b, 2020). In upwelling systems, the wind drop-off
near the coast (Capet et al., 2004; Renault et al.,, 2016a) or wind
acceleration near capes modulates the surface stress, which, combined
with the vertical redistribution of momentum by the turbulent fluxes,
can lead to more complex effects of the wind stress (Kessouri et al.,
2022). It is also possible to refine the analysis and to distinguish specific
non-conservative effects on PV evolution (e.g. separating vertical mo-
mentum fluxes from horizontal ones, or separating different diapycnal
mixing processes). All of these mechanisms, and many more, could
benefit from an analysis of PV generation associated with friction,



Y. Morel et al.

Fric + MizFlux, Day= 5

FricFluz, Day= 5

Ocean Modelling 186 (2023) 102287

MizFluz, Day= 5

0 ==} l 0 q D =_-
_ 25 ]~ T ~2s P
& 245 ——— | & 245 — & 245 ————
N .50 . __— N.50 . _— N 50 - .
75 — 246 ———— 75+ — 246 ——— 75 — 246 ——————
210 220 230 240 250 210 220 230 240 250 210 220 230 240 250
Y (km) Y (km) Y (km)
Frie + MizFluz, Dn\= 35 FrieFluz, Day= 35 0 MizFluz, Day= 35
=25 % _ 25 ﬁ‘Lj
G — 245 —— /’ G e 2.5 ————=7 / 7
Nwso_ / N 50 el |
— 246 —— / L 246 —— .75 = 246 — /
210 220 230 250 210 220 230 240 250 210 220 230 240 250
Y (km) Y (km) Y (km)
0 Fric + MizFluz, Day= 46 0 FricFluz, Day= 46 0 MizFluz, Day= 46
- ' s el s S
//_ —~ 25
= —— 24.5 -
—IL; / N .50 /)
// / = /
246 —— 24.6 — 24,6 == /
210 220 230 240 250 210 220 230 240 250 210 220 230 240 250
Y (km) Y (km) Y (km)

Fric + MizFluz, Day= 90

210 220 230 240 250
Y (km)

2 x10*s*

FricFluz, Day= 90

210 220 230 240 250
Y (km)

MizFluz, Day= 90

Z (m)

210 220 230 240 250
Y (km)

Fig. 14. Evolution (days 10, 35, 46 and 90. Each day corresponding to a row) of vertical sections, taken along a South-North section located at x = 205 km, of the sum of
diabatic tendency terms (first column), the frictional term (second column) and the diapycnal mixing term (third column) for the sensitivity test with a reduced wind stress

(r = 0.006 N/m?).

mixing and their dependence on parameterization choices. The tools
we have presented here can be very helpful for this perspective.

We have seen that when the dynamics becomes fully turbulent,
there are discrepancies between the PV evolution and its reconstruction
from the tendency terms. Temporal sub-sampling is one issue. It can
be addressed by on-line Lagrangian diagnostics of PV, but the strategy
for the initial particle positioning may be difficult, and backtracking
of particles remains necessary to analyze the generation of PV for a
particular region or eddy. We have also cited the imperfections of
numerical schemes, which lead to non-conservative terms that can
affect the PV evolution at the grid scale, when the dynamics generates
small scale structures (filaments or other submesoscale eddies). If these
uncertainties seem to cancel out when averaging many particles in the
moderate wind experiment, we have seen that there is a bias possibly
associated with this effect in the strong wind -reference- experiment.
This can be problematic in achieving correct properties for eddies in
numerical models, but again, the tools we have proposed can help to
identify numerical effects and test the influence of improved numerical
schemes.

Finally, Lorenz’s profile corresponds to the minimum energy state
which is linked to the available potential energy (APE). In some
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previous studies, we discussed a link between the PV structure of vor-
tices or jets and their energy (Morel and McWilliams, 2001; Morel et al.,
2019). The fact that, to get a rescaled PV related to the circulation,
Lorenz’s rearranged profile is the ideal choice is thus probably not
chance. The relationship between rescaled PV and APE in general is
thus worth investigating and some studies dedicated to APE can be
of great interest to substantiate the definition of the ideal PV form
and also possibly to identify other sources of PV modification. For
instance, Scotti and Passaggia (2019) have shown that the choice of
the Lorenz’s rearranged profile to define APE can be justified because
in this case the effective energy does not depend on the time evolution
of the restratified flow, and argument that has strong similarities with
the one used here for the necessity of taking into account time evolution
of the reference profile for the rescaled PV. Finally, depending on the
form of the equation of state, the calculation of the Lorenz’s profile is
not straightforward, and thermobaric effects can also make PV analysis
more complicated (Straub, 1999). Recent studies in this field (Tailleux,
2013a,b; Saenz et al., 2015; Tailleux, 2018) offer an interesting per-
spective for the use of PV analysis in realistic configurations and are
worth pursuing.
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wind stress reduced to 7 = 0.006 N/m?. For the upper panel, the blue dashed line corresponds to the PV anomaly of the model (calculated from the PV values of all selected
particles at a given time from which we remove f), the green curve is obtained from the time integration of the friction tendency term and the red curve from the mixing tendency
term, the black solid line is the sum of the integrated tendency terms and is to be compared with the blue dashed curve. The lower panel is similar, but for the tendency terms

(evolution rate).
CRediT authorship contribution statement

Yves Morel: Conceptualization, Methodology, Investigation, Writ-
ing — original draft. Guillaume Morvan: Investigation, Software, For-
mal analysis, Visualization, Investigation. Rachid Benshila: Investiga-
tion, Software, Formal analysis. Lionel Renault: Methodology, Inves-
tigation, Writing — review & editing. Jonathan Gula: Methodology, In-
vestigation, Writing — review & editing. Francis Auclair: Methodology,
Investigation, Writing — review & editing.

Declaration of competing interest

The authors declare the following financial interests/personal rela-
tionships which may be considered as potential competing interests:
Yves MOREL and Rachid BENSHILA reports financial support was
provided by National Center for Scientific Research. Lionel RENAULT
and Guillaume MORVAN reports financial support was provided by
Insttute of Research for Development (IRD). Jonathan GULA reports
financial support was provided by University of Brest. Francis AUCLAIR
reports financial support was provided by Univesity of Toulouse.

Data availability
Data will be made available on request.
Acknowledgments

The authors thank contributions from their institutions : CNRS
(French National Center for Scientific Research), France, IRD (French

National Research Institute for Sustainable Development), France, Uni-
versity of Brest, France and University of Toulouse, France. They also
thank the 2 anonymous reviewers and Rémi Tailleux, the editor in
charge at Ocean Modeling, for their constructive remarks that lead to
a much better and more rigorous manuscript.

Appendix A. Numerical calculation of the reference density profile

Calculating Lorenz’s rearranged density profile can be efficiently
done by computing the pdf of the density field (Tseng and Ferziger,
2001) or other methods proposed in the literature (see for instance
Tailleux, 2013b). The pdf of density is easily calculated by defining
fixed density classes and using the density values in existing numerical
cells of the configuration. The obtained distribution should not suffer
from biases when sigma levels and density fields vary over the domain
because of a varying bottom topography and/or a complex -realistic-
circulation is considered.

However, in the present configuration, we start from rest, with
flat isopycnal over a flat topography. Discarding mixing, so that the
initial linear reference profile should be maintained, the stratification
evolution consists in bending isopycnals in narrow regions near the
domain boundaries. In such a circumstance, the density pdf might be
strongly biased, with large classes associated with density values over
the middle of the domain and that are almost unchanged with respect to
the initial state, and small classes associated with the slight variation
near the boundaries. Such a pdf results in staircase like stratification
instead of the linear one, which is very problematic for the evaluation
of the rescaled PV. To avoid this problem, the existing methodologies
to calculate the rearranged profile was adapted as follows:
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1. Define the variation of volume and surface with depth, from the
surface to the bottom of the domain, as a function of the vertical
position z, with high enough discretization (4z ~ 0.1 m). For our
flat bottom configuration, this is trivial.

2. Define intervals of density (density classes) covering the whole
range of densities present in the domain. The density range of
each interval should be very small because we want to represent
very small variations in the mixed layer. Here, to achieve good
comparisons between direct calculation of the PV evolution rates
and the one reconstructed from the tendency terms, we had to
chose 4p = 1075 kg/m™>.

3. Calculate the density pdf: affect each density cell of the 3D
domain to a density class and affect its volume to the class.
This is the stage when adaptations are necessary to avoid biases
for the present configuration. For each horizontal position, we
interpolate the density profile on a virtual vertical grid with
higher resolution. This allows to refine the pdf but is more com-
putationally demanding. To achieve good results, the vertical
step we had to choose for the present configuration is 4z = 0.1 m.

4. Calculate the net volume and mean density of each class and
construct the initial rearranged 1D density profile filling the
ocean from top and using the 1D volume and surface vectors
determined at stage 1.

5. Interpolate the obtained profile using a regular density spacing
(again a density step 4p = 1075 kg/m™ is necessary here) to
define the rescaling function at time 7 Z(p, 1).

Appendix B. Generalized PV evolution equation

The traditional Ertel PV is defined as

PV =-(VxU + f).Vp (B.1)

where U is the velocity field, f is the Earth rotation vector, whose
projection on the local vertical axis defines the Coriolis parameter f,
and p is the potential density. As already mentioned by Ertel (1942)
(see also Muller, 2006; Morel et al., 2019), other forms for the potential
vorticity are possible, with the same adiabatic conservation properties,
obtained with

PV, VxU+f)VZ(p)

escaled =

=V.((xU+1f) Zp)) (B.2)

where Z(p) can be any function of potential density alone.

For geophysical flows, isopycnic variations of PV can be inverted
to determine the geostrophic currents and associated stratification
(Hoskins et al., 1985). But the Ertel PV is not the best PV expression
to do so, in particular, for small geostrophic perturbations relative to
a state at rest, quasigeostrophic PV (Pedlosky, 1987; Muller, 2006;
Cushman-Roisin and Beckers, 2011) should be recovered. Indeed the
quasigeostrophic PV is given by the sum of the Coriolis parameter
and the 3D Laplacian of the pressure variations associated with the
small perturbation, from which both the geostrophic current and strat-
ification can be obtained. With this straightforward link between PV
and dynamical fields, the quasigeostrophic physics, associated with
conservation and inversion of quasigeostrophic PV, provides impor-
tant insights and is a fundamental approach for the understanding of
the ocean dynamics from mesoscale to large scale (Pedlosky, 1987;
Cushman-Roisin and Beckers, 2011). It is also at the base of the “PV
thinking” approach (see in particular Hoskins et al., 1985, among many
other) based on the analysis of the evolution of the PV field.

As discussed in the introduction, to overcome some problems asso-
ciated with PVy,,,, and simplify its interpretation, Morel et al. (2019)
proposed Z(p*) = z (where z is the vertical coordinate oriented
upward), a rescaling function defined using a reference density profile
p*(z) representing the stratification at rest (see also Delpech et al.,
2020; Assene et al., 2020). It is rigorously obtained using (Lorenz,
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1955) diabatic rearrangement, where each fluid particle is classified
according to its potential density and the domain is gradually uniformly
filled following this stable rearrangement (see also Nakamura, 1995;
Winters and D’Asaro, 1996). For such a choice, the rescaled PV at
rest is PV = f. The calculation of the reference profile can be
cumbersome, and in general taking into account a profile which is
typical of the stratification of the studied region can be taken as a
reference to rescale the PV.

In the present paper, to study the vortical dynamics of the upper
layer in a context of rapid diabatic evolution associated with wind stress
and mixing, the evolution of the reference stratification has to be taken
into account.

We thus define a general rescaled PV field as

PVresca[ed = 6( (6 X 6 + f) Z(/J, t) ) (BB)

where Z(p, t) is now a function of both potential density and time and
associated with a reference profile p*(z, ) that is time dependent. At
any time, Z(p*(z, 1), t) = z, so that the rescaled PV at rest is still given
by the Coriolis parameter PV = f.
rescale
The evolution equation for PV, .4 is obtained from Eq. (1) and,
following Muller (2006), we get (see also Morel et al., 2019, for the

specific divergence form we chose here)

d = -z som o d
EPVrescaled =V((EXF)Z@p, ) +(VXU+ f) Z[Z(p, H]) (B.4)
The last term can be rewritten using

d .

720 0=0,Z(p. 1) p+0,Z(p. 1) (B.5)

We now take into account the specific form chosen for the function
Z(p, t), which verifies Z(p*(z, 1), t) = z. Differentiating the latter with
respect to time yields

0,Z(p*(z, 1), 1) 0,p™(z, 1) +0,Z(p"(z, 1), ) =0 (B.6)
or equivalently

0, Z(p*, 1) =—0,Z(p", 1) 9,p" (B.7)
from which we get

0, Z(p, 1)==0,Z(p, 1) 0,p"(Z(p, 1), 1) (B.8)

Using Eq. (B.8) into (B.5) and finally replacing terms in (B.4) we get
d

< PVrescatea = V.V xF) Zp, O

+V XU +1)9,Z(p, 1) (p=0,p"(Z(p, 1, 1)) (B.9)
or in Eulerian form
O PVescatea = 6-( U PV, escated

+VXF) Z(p, t)

+(V XU +1)0,Z(p. ) (p=0,p" |,1)) (B.10)

where the first term of the right hand side divergence is associated
with adiabatic advection, the second term with friction and the third
one with diapycnal mixing. For the latter term, a correction is made
for the generalized rescaled PV we propose here: the diabatic mixing
term has to be corrected and the evolution of the reference profile
9,p* |,4=9,p"(Z(p, 1), 1) has to be withdrawn as it has no consequence
on the generation of ”dynamical” PV anomalies. Note it has to be
evaluated using the reference profile time evolution at a vertical level
corresponding to the density value in the physical domain (not the
elevation).

Appendix C. Calculation of PV and tendency terms
Morel et al. (2019) showed that the divergence form of PV (Eq. (5))

preserves budgets and drastically simplifies the numerical calculation of
PV, which can be expressed with a compact scheme, i.e. using a single
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Fig. C.16. Elementary cell, for a 3D C-grid, used for the calculation of PV and the tendency terms. We consider Cartesian coordinates (x, y, z) associated with indices (i, j, k).
Note that the calculation of the flux through each side of the cell is simplified for the C-grid because we can use the Stokes circulation theorem.

PV grid cell on a 3D Arakawa C-grid (see Fig. C.16 and Arakawa and

Lamb, 1977). As mentioned above, if we note the similarity between

the divergence expression of PV (Eq. (5)) and the diabatic PV tendency

terms of its evolution equation (Eq. (6)), we can see that the same

scheme can be used to calculate the friction and mixing tendency terms.
Indeed, all terms can be written as

Div?Y =V(Vx F* zP) (C.1)

where DivPV is the divergence calculated at PV points of the staggered
C-grid (see Fig. C.16), Z” is a function of density calculated at density
points and V x Fv is the curl of a 3D vector F* = (FU, F¥, F¥)
whose components are located at (U, V, W) points.

Integrating Eq. (C.1) over the PV cell, whose corners are located at
density points (see Fig. C.16), we get

sV piv™V = ﬁ[ z0 V x F*.dS (C.2)
s

where 6§V PV is the volume of the PV cell and the right hand side
integral is the flux of Z# V x F*¢ though all sides of the cell. Using
the Stokes circulation theorem, the calculation of the latter term is
simplified for the C-grid where velocity points are located at the center
of edges parallel to the velocity component (see Fig. C.16). For instance,
the flux through the side given in Fig. C.16 (right panel) is

.
[ﬂqu Vx FeldS

_ o w w 12 v
= Zl’,.,j’k . (Fl.,j_lyk.&z - F,.’j,k.&z + Fi’j’k,&y - Fl.,l.yk_l,éy) (C.3)
with
zt +z0 o +Zf  +Z°
== .J.k Jjk— J—1, Jj—1.k—
szj’k= i.j ij.k—1 41/ 1,k i,j=1,k=1 (C4)

and so on for the fluxes through other sides.
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